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Fi) 1. Digital Multimedia, Nigel Chapman and Jenny Chapman, John Wiley

2. Machine Learning in Python : Essential Techniques for Predictive Analysis,

Michael Bowles, Wiley
3. Handouts and selected journal papers
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The theme 1s to prepare the students with fundamentals of design and analysis of computer algorithms.
Through theoretical expositions as well as computer implementations, the students will acquire
analytical and computational techniques for research as well as applications.

» 7| T.H. Cormen, C.E. Leiserson, R.L. Rivest, and C. Stein, Introduction to

TS

A E (e 3
#

FoAEAL S R E 2R Algorithms, 3rd Ed., MIT Press, 2008.
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Complexity of Algorithms
Complexity Complexity of Problems 3 0
Asymptotic Notation

Divide-and-Conquer
Recurrence Method 5 1
Recurrence Relation

Merge Sort
Sorting Quick Sort 4 1
Decision Tree Models

Depth-First-Search
Breadth-First-Search
Searching Best-First-Search 5 1
A* Algorithm
\alpha-\beta Cut

Binary Search Tree
Trees B-Tree 8 1
Red-Black Tree




Greedy  Method  and|Greedy method
Dynamic Programming|Matroid 8 1
Algorithms, Dynamic Programming
Branch-and-Bound Branch-and-Bound
Local Search, Tabu
Search, Simulated
Meta-Heuristics Annealing, Ant Colony| 8 1
Optimization, Genetic
Algorithm
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1 Introduction, Complexity of Algorithms, Complexity of Problems,
Asymptotic Notation
9 Divide-and-Conquer Method, Recurrence Relation
3 Divide-and-Conquer Method, Recurrence Relation
4 Merge Sort, Quick Sort
Decision Tree Models
5
Lower Bound
6 Depth-First-Search, Breadth-First-Search, Best-First-Search
7 A* Algorithm, \alpha-\beta Cut
) Binary Search Tree
B-Tree
9 =
10 Greedy method
Matroid
11 Dynamic Programming
12 Branch-and-Bound
13 Branch-and-Bound
14 Local Search, Tabu Search, Simulated Annealing
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15 Ant Colony Optimization, Genetic Algorithm
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Data Communication and Networks (Recommended)

E i ArAuR i

Modern applications and systems are distributed for many reasons, which includes fault-tolerance,
resource sharing, etc. This course aims at providing students with a deep understanding of distributed
systems. In this class, students will learn:

1. The principles, techniques, complete overview, and practices relevant to the design and
implementation of distributed systems.

2. ldentifying the desired properties that should govern the design of well-structured distributed
systems

3. Learning how to design, implement and evaluate the accuracy and efficiency of distributed
algorithms, where distributed algorithms have arisen in a wide spectrum of applications,
including distributed information processing, scientific computing, etc.

4. Realizing the challenges encountered during the design and analysis of a distributed system

5. Being able to identify features and design decisions that may cause problems, as well as others
that cannot be realized by any correct distributed system implementation

6. The trend of the distributed systems and its related application technologies.

7. To practice and write academic papers
To practice and present papers

rE3E P (@ Andrew S. Tanenbaum and Maarten van Steen, “Distributed Systems:

ii ff{ﬁ ; Principles and Paradigms”, 2" edition, CreateSpace Independent Publishing
F21) Platform, ISBN: 153028175X
® |EEE Transactions papers (TBD)
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Midterm 30%

Presentation 30%
Final Term Paper/Project 30%
Participation 10%
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| Introduction: Definition of a distributed system, Resources, Resource
sharing, Challenges, Hardware Concepts, Client-Server: An example
5 Processes: Threads, Processes, Inter-process communication, Clients,
Servers
System Model: Architectural models, Software layers, Design
3 requirements, Interaction model, Formal model for message-passing
systems, Performance, Computer Clocks and Timing, Failures
A Communication: Layered Protocols, Remote Procedure Call, Remote
Obiject Invocation, Message-oriented communication
5 Naming: Naming entities, locating mobile entities, Removing
unreferenced entities
Basic Asynchronous Network Algorithms: Simple broadcast and
6 converge-cast protocols, Leader Election in a Ring, Leader Election in an
arbitrary network, Spanning Tree Construction, Breadth-first search and
shortest paths, Minimum spanning trees
7 The Consensus problem - Fault tolerance: Solving consensus in
synchronous networks$
8 Midterm
Network Resource Allocation: Mutual Exclusion, General Resource
Allocation
9

10th Global Snapshots and Stable Properties: Consistent global snapshots,
Termination-detection




Logical Time: Capturing causality, Examples of using causality, Logical

10 time and logical clocks, Vector Clocks, Clock synchronization,
Applications

1 Consistency and Replication: Consistency models, Distribution protocols,
Consistency protocols

12 P2P Systems: Chord, CAN, Discussion of unstructured P2P systems

13 Transactions and Concurrency Control: Transactions, Optimistic
concurrency control, timestamp ordering, Distributed Transactions

7 Discussion of IEEE transactions paper related to P2P, Distributed
Systems, or Wireless networks — Part 1

5 Discussion of IEEE transactions paper related to P2P, Distributed
Systems, or Wireless networks — Part 2

16 Final Presentation
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This course provides a comprehensive review of both the principles and
practice of cryptography, network security and information security|

management.

HME (FEAEE « Cryptography and Network Security: Principles and

fE&E - WAk - BAREE Practice, 7/E, William Stallings, Pearson, 2017
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Introduction 3

Symmetric Ciphers 1. Block Ciphers and the Data 6
Encryption Standard
2. Finite Fields
3. Advanced Encryption Standard
4. Block Cipher Operation

Asymmetric Ciphers 1. Public-Key Cryptography and 6
RSA
2. Other Public-Key Cryptosystems

Network Security 1. Transport-Level Security 6
2. IP Security

3. E-mail Security

System Security 1. Intrusion Detection 6

2. Antivirus

3. Firewall
Exam 3
Information Security 1.1S0 27001 6
Management System 2.1S0 27002
(ISmMS)
Paper Presentation Academic presentation 6
Practical Report Practical report 6
HBERA

1.2HARZE - &5l - FIE

Midterm (40%)

Paper presentation (30%)

Practical report (30%)
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Tue. 16:00-18:00

MB309

03-5712121 ext 57409

cooperku@nycu.edu.tw

2025-09-02(-)

Introduction
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1

2025-09-09()

2025-09-16(—)

Symmetric ciphers (1)

Symmetric ciphers (Il)

2025-09-23(2)

Asymmetric ciphers (I)

2025-09-30(—)

2025-10-07(2)

Asymmetric ciphers (I1)

Network security (I)

2025-10-14(-)

2025-10-21(2)

Network security (Il)

System security (I)

2025-10-28(-)

System security (I1)

2025-12-02(2)

10 _ .
2025-11-04(2) Paper presentation (I)
11 _ .
2025-11-11(2) Paper presentation (ll)
12 _ .
2025-11-18(Z) Midterm
13 _ . .
2025-11-25(2) Information security management system (I)
14

Information security management system ()




15
2025-12-09(Z) Practical report (l)

16
2025-12-16(—)  Practical report (ll)
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Economics and computation is an emerging and active interdisciplinary research area,
with contributions from theoretical computer science, economics, networking, artificial
intelligence, operations research, and discrete mathematics. More specifically,
“algorithmic game theory” and “learning in games” are focused on the analysis of
equilibria such as efficiency of equilibria and complexity of computing equilibria,

learning to reach equilibria in repeated games, and learning in design mechanism.

HRIE (BIEES ~ fE& - Algorithmic Game Theory, edited by Noam Nisan, Tim
HhRtt - BARESE ) ¢ Roughgarden, and Vijay V. Vazirani. 2007

Handbook of Computational Social Choice. 2016




References: Microeconomics, A. Mas-Colell, M. Whinston, and J.
Green. 1995

Conference papers mainly from ACM EC, WINE, AAMAS, SAGT,
STOC, FOCS, SODA, AAA|, etc.

Journal papers mainly from GEB, IJGT, ACM TEAC, AlJ, JAIR, etc.

RTE A valiiss o et
BItErE T TEE BIR NE EHE Hith
Introduction 1. Introduction and 9

Overview: Algorithms,
Game theory and

equilibria

Price of Anarchy

Computing equilibria  Existence and complexity 12

1.Selfish routing in 12
networks and other
congestion games

2. Load balancing games
3. Network design with
selfish agents

4. Other games

of computing equilibria




Learning in games Convergence of natural | 12
game play
Midterm and final 9
presentations
HEBETA AL

1.E2HARSE ~ &5 -

=2
Evaluation and Grading Policy:
Homework: 4 assignments (60%)

Final Presentation: reading and presentation (40%)

QABTARVEHEAESSIE (MHH - HEXEERENES )

Bl A BB &% HEERE ih & a0
By appointment TBD poanch@gmail.com
SEEER
BR FRRHEHA RIZEE - AT~ T&E
1 Introduction and overview
2 Game theory and equilibria
3 Efficiency of equilibria
4 POA
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5 POA
6 POA
7 POA
8 Computing equilibria
9 Computing equilibria
10 Computing equilibria
11 Learning in games
12 Learning in games
13 Learning in games
14 Presentations
15 Presentations
16 Presentations
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The main objective of this class is to study techniques and applications of data mining, drawing
work from areas including database technology, artificial intelligence, and knowledge-based
systems. This course will cover Data Warehousing and Data Mining, as well as some topics
related to Text Mining and Recommender Systems. Students are required to accomplish project
assignments on the implementation and experiment on mining data from various application
domains.

K #+ 2 (33cm | "Data Mining: Concepts and Techniques”, 2nd ed., Morgan Kaufmann Publishers,
L A 2006, by Jiawei Han and Micheline Kamber

v
sk~ e & % [Introduction to Data Mining, Addison-Wesley, 2006 by Pang-Ning Tan, Michael
F) Steinbach and Vipin Kumar
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Introduction  |e Overview 3

Data cleaning

Data transformation
Data reduction
Data discretization

Data
|Preprocessing

Dat Data Warehousing
ata ) e Multidimensional data model
\Warehousing . 6
e Data warehouse architecture

e OLAP Technology

e Concept description

Attribute-Orie o
Concept discrimination 3

Inted Induction




Mining
Association
Rules

e Mining frequent patterns

e Apriori algorithm

e Multi-level association rules

e Multidimensional association
rules

e Constraint-based association
mining

IClassification

Decision tree

Bayesian classification
Rule-based classification
Neural network

Support vector machines
K-NN classifiers

Genetic algorithm
Accuracy, Precision, Recall

|Cluster
Analysis

K-means

e Hierarchical clustering

e Expectation-maximization
e Self-organizing Maps

Text Mining;

e Basic concepts
e Information retrieval
e Relevance feedback

Recommender
Systems

e Content-based approach
e Collaborative-filtering
e Hybrid approach

FERLMEGEREHHE K22 L2 2 - RkETh - KEWMREFRE):

Homework (15%), Project & Presentation (25%), Midterm (30%), Final (30%)

P A mE g
(Office Hours)

PR

BB

s

Thur. pm 5:30 ~ 6:30

MB 305

dliu@nycu.edu.tw

KEER 4
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1 Overview
2 Data Preprocessing
3 Data Warehousing




Data Warehousing

Attribute-Oriented Induction

Mining Association Rules

Mining Association Rules

Classification

O oo J| o O B~

Classification

10 Midterm

11 Cluster Analysis

12 Cluster Analysis

13 Text Mining

14 Text Mining

15 Recommender Systems
16 Final exam
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The technologies and applications of Web 2.0 and social networks are increasingly promising and
have become a new paradigm of computing platform and operation model for digital service
industry. The course introduces the trends, concepts, methodologies, and the emerging applications
of network science and social computing. By the end of semester, with the graduate students should
|be able to apply the discussed methods to indentify, evaluate, and realize social network applications.

A F G
FroiEg
AR S DR E 3
Fit)

Ted G Lewis, 2009, Network Science: Theory and Applications, Wiley.
David Easley, 2010, Networks, Crowds, and Markets: Reasoning About a Highly
Connected World, Cambridge University Press

Albert-Laszlo Barabasi, 2003, Linked: How Everything Is Connected to Everything
Else and What It Mean, Plume.

John P Scott, 2000, Social Network Analysis: A Handbook, Sage Publications Ltd;
2nd edition

Social
Computing

AR B A e P i
==
LECER R W | A | vie | e
1.Trends in Web2.0 7
Trends and Social Networks
Conceptsof  |2. Concepts of Network 24
Network Science
Science 3.
4,
1.Methods of  Social
Methodology Computing
and L2 .
L 2. Applications of Social
Application of . 25
Computing

4.




KEERPEGHERKHBE - K2 822 K TR 1P PPMR TR E):

PRI

Homework (20%)

Midterm(20%)

Presentation (30%)
Term Project (30%)

FF 4 mE 3k
(Office Hours)

PE R . g

10:00-12:00 Wednesday |MB 315

KELERZ
= g N HARER~PMF AR

! The Trends in Web 2.0 : Implications of blog, Flicks, YouTube, Wikis,
mashups, widgets

5 The Trends in Social Networks: Implications of MSN, Myspace,
LinkedIn, Facebook, Twitter

5 Concepts of Network Science (1): The Random Universe & Six-Degree
of Separation

A Concepts of Network Science (2): The Small Words & Scale-Free
Networks

5 Concepts of Network Science (3): The 80/20 Rule & The Long Tail
Effect

6 Concepts of Network Science (4): Hub and Connectors

7 Concepts of Network Science (5): Influence Network and Diffusion
Dynamics

8 Social Network Analysis & Computing (1): Network and Relations

9 Social Network Analysis & Computing (2): Sociometric Analysis and
Graph Theory

10 Social Network Analysis & Computing (3): Points, Line, and Density

11 Social Network Analysis & Computing(4): Centrality and Centralization

19 Social Network Analysis & Computing(5): Component, Cores, and
Cliques

13 Social Network Analysis & Computing (6): Position, Role, and Cluster

14 Emerging Applications (1): Social Digital Media

15 Emerging Applications (2): Social Electronic Commerce




16 Emerging Applications (3): Social Knowledge Management
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